A numerical method for the study of nonlinear stability of axisymmetric flows based on the vector potential
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Abstract

We develop in this paper a numerical method to simulate three-dimensional incompressible flows based on a decomposition of the flow into an axisymmetric part, in terms of the stream function and the circulation, and a non-axisymmetric part in terms of a potential vector function. The method is specially suited for the study of nonlinear stability of axially symmetric flows because one may follow neatly the raising of the different non-axisymmetric modes, their nonlinear development, and their nonlinear interaction. The numerical technique combines finite differences on a non-uniform grid in the axial direction, a Chebyshev spectral collocation technique in the radial direction, and a Fourier spectral method in the azimuthal direction for the non-axisymmetric vector potential. As an example to check the efficiency and accuracy of the method we apply it to the flow inside a rotating circular pipe, and compare the resulting travelling waves with previous stability results for this problem, for different values of the Reynolds and the swirl numbers.
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1. Introduction

Nonlinear stability analysis and the search for nonlinear wave solutions to the Navier–Stokes equations are fundamental tools for understanding the mechanisms underlying many flow transitions [1–3]. With the rapid advance in the speed and capacity of computers, and in the development of more efficient numerical techniques, these nonlinear analyses rely more and more in the direct numerical simulation of the three-dimensional (3D) Navier–Stokes equations (e.g. [4,5]).

We consider in this work the case of an incompressible flow which is axisymmetric in its basic state, and develop a numerical method that allows us to characterize the formation of instabilities, especially non-axisymmetric ones, their nonlinear development and their mutual interaction. As a matter of fact, any accurate numerical method able to solve the 3D Navier–Stokes equations written in cylindrical polar coordinates may perform this job. But if the variables and the numerical technique are not appropriate, the task of...
isolating the raising of each individual nonlinear wave, and of tracking their interactions, may be quite difficult and time consuming, the more so the larger the number of unstable azimuthal modes involved.

One of the most efficient formulations to solve numerically the incompressible Navier–Stokes equations for axisymmetric (2D) flows is the so called stream function–circulation–vorticity ($\psi-F-\eta$) formulation (see e.g. [6,7]). In this formulation, the solenoidal constraint for the velocity field is automatically satisfied, the pressure is absent, and just two flow equations are needed, the azimuthal component of the vorticity equation for the stream function $\psi$, plus the azimuthal component of the momentum equation for the circulation $F$. However, to simplify the numerical integration, the first equation is decomposed into two equations, the azimuthal component of the vorticity equation in terms of the azimuthal vorticity component $\eta$ itself, and a Poisson equation for $\psi$ in terms of $\eta$ [7]. A natural extension of this procedure to 3D flows is to add to the above axisymmetric description the non-axisymmetric part of the velocity field in terms of the vector potential $\Psi$. Due to the definition of $\Psi$, only two components of this function are needed, which are governed by the remaining (radial and axial) components of the vorticity equation. However, as in the axisymmetric case, from a numerical point of view it is convenient to write these two equations in terms of the non-axisymmetric components of the vorticity vector, adding three new linear (Poisson) equations for them (see next section for the details).

Numerical methods for 3D viscous flows based in the vorticity-vector potential formulation have been widely used (e.g. [8–11]). Although the method has some drawbacks in relation to the primitive variables formulation, in particular, the increased number of equations to be handled and the complexity of the boundary conditions for the vorticity and the vector potential [9,12], it has some advantages for the porpoise of the present paper, where the objective is to separate neatly the non-axisymmetric components of the velocity and vorticity fields from their axisymmetric parts, because the axisymmetric part is much more easily computed from the $\psi-F-\eta$ formulation. On the other hand, most of previous vector potential formulations use a solenoidal constraint for the vector potential and are discretized on staggered grids. But, again, for the porpoise of the present paper of separating the non-axisymmetric modes, it is more convenient to set to zero the azimuthal component of the vector potential, instead of the solenoidal constraint. This last technique has been successfully used in some linear stability analysis of axisymmetric flows [13,14]. In this paper, we extend this formulation to the whole nonlinear flow equations, and develop a numerical technique to solve them, discretizing the equations on a non-staggered, non-uniform grid in the radial and axial directions. This is combined with a Fourier series decomposition in the azimuthal direction, which permits the individual tracking of each azimuthal mode even in complicated non-axisymmetric flows.

To check the accuracy of the method we apply it to the flow in a rotating pipe, for which very abundant information is available in the literature on linear stability, nonlinear travelling waves, and numerical simulations [15–21]. In particular, Sanmiguel-Rojas and Fernandez-Feria [21] addresses the same problem but using a numerical technique based in primitive variables ($p,v$) and Dirichlet boundary conditions for the pressure [22]. This technique is shown to be very efficient in detecting the raising and development of nonlinear instabilities from just numerical noise because only the two first azimuthal modes ($n=-1$ and $n=-2$) become unstable for the cases considered. However, for problems where many azimuthal modes are involved, the task of separating the contribution of each azimuthal mode and analyzing their mutual interaction may become cumbersome. On the other hand, from a physical point of view, the rotating pipe problem considered in this paper as a model problem is not exactly the same considered in Ref. [21], because in that reference the flow was driven by an axial pressure gradient, while in the present formulation the flow rate is kept constant and the pressure gradient is allow to vary. As noted previously by Toplosky and Akylas [18], these two formulations are not equivalent when finite-amplitude perturbations are involved.

2. Formulation

We use in this work non-dimensional variables in cylindrical polar coordinates $(r, \theta, z)$, where $r$ and $z$ are made dimensionless with a characteristic length scale $L_c$ (a given radius of the problem, say). The velocity field in these coordinates, $v = (u, v, w)$, which is made dimensionless with a characteristic velocity $V_c$, is split into two parts, an axisymmetric base flow, $V(r, z, t)$, plus a perturbation field, $A(r, \theta, z, t)$

$$v(r, \theta, z, t) = V(r, z, t) + A(r, \theta, z, t).$$

(1)
Time \( t \) is made dimensionless with \( L_c/V_c \). The base axisymmetric flow is solved through the stream function–circulation–vorticity formulation (see e.g. [7]):

\[
\mathbf{V} = (U, V, W)^T = \nabla \wedge (\psi \mathbf{e}_\theta) + \frac{1}{r} \Gamma \mathbf{e}_\theta = \left( -\frac{1}{r} \frac{\partial \psi}{\partial \theta} - \frac{1}{r} \frac{\partial \psi}{\partial r}, \frac{1}{r} \frac{\partial \psi}{\partial \theta} \right)^T ,
\]

(2)

where \( \psi \) is the stream function, \( \Gamma \) the circulation, and the superscript \( T \) means transposed. The deviation velocity \( \mathbf{A} \) is written in terms of the potential vector \( \mathbf{\Psi}(r, \theta, z, t) \)

\[
\mathbf{A} = \nabla \wedge \mathbf{\Psi}.
\]

(3)

The fact that \( \nabla \wedge \nabla \phi \equiv 0 \) for any scalar function \( \phi \) can be used to eliminate one of the components of \( \mathbf{\Psi} \) (the \( \theta \)-component, say), so that the potential vector can be written with just two components [13]

\[
\mathbf{\Psi} = (\mathbf{G}, 0, \mathbf{F})^T.
\]

(4)

Therefore, the complete velocity field can be written as

\[
\mathbf{v} = \left( \begin{array}{c}
-\frac{1}{r} \frac{\partial \psi}{\partial \theta} \\
\frac{1}{r} \Gamma \\
\frac{1}{r} \frac{\partial \psi}{\partial \theta}
\end{array} \right) + \left( \begin{array}{c}
\frac{1}{r} \frac{\partial \psi}{\partial \theta} \\
\frac{1}{r} \Gamma \\
-\frac{1}{r} \frac{\partial \psi}{\partial \theta}
\end{array} \right),
\]

(5)

where \( \partial_i \) means partial derivative with respect to the variable \( i \).

On the other hand, the vorticity vector is

\[
\mathbf{\omega} = (\omega_r, \omega_\theta, \omega_z)^T = \nabla \wedge \mathbf{v} = \nabla \wedge \mathbf{V} + \nabla \wedge \mathbf{A} = \nabla \wedge \mathbf{V} + \nabla \wedge \nabla \wedge \mathbf{\Psi} = \nabla \wedge \mathbf{V} + \nabla \cdot (\nabla \mathbf{\Psi}^T - \nabla \mathbf{\Psi}) = \mathbf{\Omega} + \mathbf{\Theta},
\]

(6)

where \( \mathbf{\Omega} \) is the axisymmetric part of the vorticity, given by

\[
\mathbf{\Omega} = \left( \begin{array}{c}
\Omega_r \\
\Omega_\theta \\
\Omega_z
\end{array} \right) = \left( \begin{array}{c}
-\frac{\partial V}{\partial z} \\
\frac{\partial U}{\partial \theta} - \frac{\partial W}{\partial \theta} \\
\frac{1}{r} \frac{\partial (rV)}{\partial \theta}
\end{array} \right) = \left( \begin{array}{c}
-\frac{1}{r} \frac{\partial \Gamma}{\partial \theta} \\
\eta \\
\frac{1}{r} \frac{\partial \Gamma}{\partial \theta}
\end{array} \right)
\]

(7)

and \( \mathbf{\Theta} \) the non-axisymmetric part of the vorticity field, given by

\[
\mathbf{\Theta} = (\mathbf{X}, \mathbf{Y}, Z)^T = \nabla \cdot (\nabla \mathbf{\Psi}^T - \nabla \mathbf{\Psi}) = \left( \begin{array}{c}
\frac{\partial \mathbf{F}}{\partial r} - \frac{1}{r} \frac{\partial \mathbf{G}}{\partial \theta} - \frac{1}{r} \frac{\partial \mathbf{H}}{\partial r} \\
\frac{1}{r} \frac{\partial \mathbf{G}}{\partial \theta} - \frac{1}{r} \frac{\partial \mathbf{H}}{\partial r} + \frac{1}{r} \frac{\partial \mathbf{G}}{\partial \theta} \\
\frac{1}{r} \frac{\partial \mathbf{H}}{\partial \theta} - \frac{1}{r} \frac{\partial \mathbf{F}}{\partial \theta} - \frac{1}{r} \frac{\partial \mathbf{F}}{\partial r} - \frac{1}{r} \frac{\partial \mathbf{F}}{\partial r}
\end{array} \right).
\]

(8)

In Eq. (7) we have defined \( \eta = \Omega_\theta \) as the azimuthal component of the axisymmetric part of the vorticity, which, together with \( \psi \) and \( \Gamma \), completes the axisymmetric description of an incompressible flow in the stream function–circulation–vorticity formulation [7]. In terms of \( \psi \), \( \eta \) is given by (from (2) and (7))

\[
\eta = -\frac{1}{r} \nabla^2 \psi, \quad \nabla^2 \equiv \frac{\partial^2}{\partial z^2} + \frac{\partial^2}{\partial \theta^2} - \frac{1}{r} \frac{\partial}{\partial r},
\]

(9)

which constitutes a Poisson equation for \( \psi \). The other two equations for the axisymmetric part of the velocity field \( \mathbf{V} \) in this formulation are, respectively, the azimuthal component of the momentum equation for \( \Gamma \), and the azimuthal component of the vorticity equation for \( \eta \). These equations can be written, in non-dimensional form, as

\[
\begin{align*}
\partial_t \mathbf{v} &= -u \partial_r \mathbf{v} - \frac{v}{r} \partial_\theta \mathbf{v} - w \partial_z \mathbf{v} - \frac{uv}{r} + \frac{1}{Re} \left[ \nabla^2 \mathbf{v} + \frac{v}{r^2} \partial_\theta \mathbf{u} - \frac{v}{r^2} \right],
\partial_t \omega_\theta &= -u \partial_r \omega_\theta - \frac{v}{r} \partial_\theta \omega_\theta - w \partial_z \omega_\theta - \frac{uv}{r} \sigma_\theta \mathbf{v} + \frac{\omega_\theta}{r} \partial_r \mathbf{v} + \omega_\theta \partial_z \mathbf{v} + \frac{\omega_\theta}{r} \partial_\theta \mathbf{v} + \frac{1}{Re} \left[ \nabla^2 \omega_\theta + \frac{v}{r^2} \partial_\theta \omega_\theta - \frac{\omega_\theta}{r^2} \right],
\end{align*}
\]

(10)

(11)
where
\[ Re = \frac{V_c L_c}{v} \]  
(12)
is the Reynolds number, with \( v \) the kinematic viscosity of the fluid. Taking into account the following expressions for the velocity and vorticity components (from (5)–(8))
\[ u = -\frac{1}{r} \partial_r \psi + \frac{1}{r} \partial_\theta \mathcal{F}, \quad v = \frac{\Gamma}{r} + \partial_r \mathcal{G} - \partial_\theta \mathcal{F}, \quad w = \frac{1}{r} \partial_r \psi + \frac{1}{r} \partial_\theta \mathcal{G}, \]  
(13)
\[ \omega_r = -\frac{1}{r} \partial_r \Gamma + \chi, \quad \omega_\theta = \eta + \gamma, \quad \omega_z = \frac{1}{r} \partial_r \Gamma + \mathcal{Z} \]  
(14)
and substituting into (10) and (11), a set of two parabolic equations for the temporal evolution of \( \Gamma \) and \( \eta \) are obtained, which, in addition of \( \psi, \Gamma \) and \( \eta \), also involve the non-axisymmetric variables \( \mathcal{F}, \mathcal{G}, \chi, \gamma \) and \( \mathcal{Z} \). Therefore, one needs five more equations for these unknowns, which are described next.

For \( \chi \) one uses the radial component of the vorticity equation, which can be written as
\[ \partial_t \omega_r = -u \partial_r \omega_r - \frac{v}{r} \partial_\theta \omega_r - w \partial_z \omega_r - \frac{\omega_\theta}{r} \partial_\theta \mathcal{G} + \omega_r \partial_r \mathcal{G} + \omega_o \partial_r \mathcal{F} + \omega_z \partial_z \mathcal{G} + \frac{1}{Re} \left[ \nabla^2 \omega_r - \frac{2}{r^2} \partial_\theta \omega_r - \frac{\omega_r}{r^2} \right]. \]  
(15)
Substituting (13) and (14), a parabolic equation for the temporal evolution of \( \chi \) is obtained. As for \( \gamma \), one uses the azimuthal component of (8), which can be written as
\[ \gamma \equiv \mathbf{\Theta} \cdot \mathbf{e}_\theta = \frac{1}{r} \partial_\theta \omega \mathcal{G} + \frac{1}{r} \partial_\theta \mathcal{F} - \frac{1}{r^2} \partial_\theta \mathcal{G}. \]  
(16)
This is an explicit equation for \( \gamma \), once \( \mathcal{F} \) and \( \mathcal{G} \) are known.

In the same way, the remaining axial component of the vorticity equation is used for \( \mathcal{Z} \)
\[ \partial_t \omega_z = -u \partial_z \omega_z - \frac{v}{r} \partial_\theta \omega_z - \omega_r \partial_r \mathcal{F} + \omega_r \partial_r \mathcal{G} + \omega_o \partial_\theta \mathcal{F} + \omega_z \partial_z \mathcal{G} + \frac{1}{Re} \left[ \nabla^2 \omega_z \right], \]  
(17)
which yields a parabolic equation for the temporal evolution of \( \mathcal{Z} \) once (13) and (14) are substituted. Finally, for \( \mathcal{F} \) and \( \mathcal{G} \) one may use the radial and the axial components of (8), which can be written as
\[ \mathcal{F} \equiv \mathbf{\Theta} \cdot \mathbf{e}_r = -\frac{1}{r^2} \partial_\theta \mathcal{G} - \partial_r \mathcal{F}, \]  
(18)
\[ \mathcal{G} \equiv \mathbf{\Theta} \cdot \mathbf{e}_r = -\partial_r \mathcal{F} - \frac{1}{r^2} \partial_\theta \mathcal{F} + \partial_r \mathcal{G} + \frac{1}{r} \partial_\theta \mathcal{G} - \frac{1}{r} \partial_r \mathcal{F}. \]  
(19)

One of the major difficulties in the vector potential formulation is the determination of the boundary conditions [9,23,24,12]. We discuss them in the context of the flow in a rotating pipe considered in Section 4.

3. Numerical method

3.1. Fourier decomposition

The non-axisymmetric variables (i.e., \( \chi, \gamma, \mathcal{Z}, \mathcal{F}, \) and \( \mathcal{G} \)), are discretized in the azimuthal direction \( \theta \) by means of a complex Fourier decomposition as
\[ \mathcal{F}(r, z, \theta, t) = \sum_{n=-\infty}^{n=\infty} \mathcal{F}_n(r, z, t) e^{in\theta}, \]  
(20)
\[ \mathcal{G}(r, z, \theta, t) = \sum_{n=-\infty}^{n=\infty} \mathcal{G}_n(r, z, t) e^{in\theta}, \]  
(21)
\[ \chi(r, z, \theta, t) = \sum_{n=-\infty}^{n=\infty} \chi_n(r, z, t) e^{in\theta}, \]  
(22)
\( \mathcal{Y}(r, z, \theta, t) = \sum_{n=-\infty}^{n=+\infty} f_n(r, z, t) e^{i\theta n}, \)  
\( \mathcal{Z}(r, z, \theta, t) = \sum_{n=-\infty}^{n=+\infty} \gamma_n(r, z, t) e^{i\theta n}, \)  

where \( \varphi_n, \chi_n, \beta_n, \) and \( \gamma_n \) are complex functions of \( (r, z, t) \). It must be noted that these variables are not defined for \( n = 0 \), since the axisymmetric mode is transferred into the axisymmetric variables \( \psi, \Gamma, \) and \( \eta \).

From a numerical point of view, the infinite set of Fourier modes is truncated at some finite wavenumber \( N_\theta \). Therefore, for each one of these 3D variables there are \( 2N_\theta \) unknowns functions of \( (r, z, t) \), so that the same number of equations (i.e., \( 10 \times N_\theta \)) must be provided. However, taking into account that the velocity and vorticity fields are obviously real fields, one has

\[ f_n = \hat{f}_n, \quad 1 \leq n \leq N_\theta, \]  

where \( f = \varphi, \chi, \beta, \gamma \), and the hat denotes complex conjugate. This halves the number of unknown functions and equations associated to each non-axisymmetric variable.

To obtain these equations, we substitute the Fourier expansions into the equations described in the above section and equate terms multiplying \( e^{i\theta n} \). For instance, substituting the Fourier expansions of \( G, \mathcal{F} \) and \( \mathcal{Z} \) into (19), one obtains the following set of equations:

\[ -\partial_{rr} \varphi_n + \frac{n^2}{r^2} \varphi_n + \partial_{rr} \chi_n + \frac{1}{r} \partial_r \chi_n - \frac{1}{r} \partial_{\theta} \varphi_n = \gamma_n, \quad 1 \leq n \leq N_\theta. \]  

In the same way, from (18) and (16), one obtains

\[ \frac{n^2}{r^2} \chi_n - \partial_{rr} \varphi_n + \partial_{rr} \chi_n = \alpha_n, \quad 1 \leq n \leq N_\theta, \]  

\[ \beta_n = \frac{i n}{r} \partial_r \chi_n + \frac{i n}{r} \partial_r \varphi_n - \frac{i n}{r^2} \chi_n, \quad 1 \leq n \leq N_\theta. \]  

The other linear equation is (9), which only involves axisymmetric variables, and which we rewrite here for completeness

\[ \frac{1}{r} \partial_r \psi - \partial_{zz} \psi - \partial_{\theta} \psi = \eta. \]  

The remaining equations are nonlinear evolution equations coming from (10), (11), (15) and (17). Using the orthogonality properties of \( e^{i\theta n} \) together with (26), and truncating the Fourier expansions in \( N_\theta \), as stated above, one obtain the following equations:

\[ \partial_t \Gamma = \frac{1}{r} \partial_r \psi \partial_t \psi - \frac{1}{r} \partial_r \psi \partial_r \Gamma + \frac{1}{r} \left( \partial_r \Gamma - \frac{1}{r} \partial_{\theta} \Gamma + \partial_{rr} \Gamma \right) - \sum_{k+m=0} (ik) \varphi_k \partial_z \chi_m + \sum_{k+m=0} (ik) \beta_k \partial_{rr} \varphi_m - \sum_{k+m=0} \partial_z \chi_k (im) \partial_z \varphi_m + \sum_{k+m=0} \partial_z \varphi_k (im) \partial_z \chi_m - \partial_z \varphi_k (im) \partial_r \varphi_m + \sum_{k+m=0} (ik) \chi_k (im) \partial_z \varphi_m - \sum_{k+m=0} (ik) \chi_k (im) \partial_r \varphi_m - \sum_{k+m=0} \partial_z \varphi_k (im) \partial_z \varphi_m + \sum_{k+m=0} \partial_z \varphi_k (im) \partial_r \varphi_m, \]  

(31)
The coupled equations is the following. We first obtain the variables are the greatest.

3.2. Discretization and numerical scheme

The set of 5Nθ + 3 scalar equations (27)–(34) given above, together with the corresponding boundary conditions to be discussed in the next section, are discretized in Nr + 1 nodes in the radial direction and Nz + 1 nodes in the axial direction. In particular, in the radial direction we use a Chebyshev pseudo-spectral collocation method [25], while in the axial direction a second-order finite-differences scheme on a non-uniform grid [26] is used, each one of them concentrating the nodes in the regions where the radial and axial gradients of the variables are the greatest.

The numerical scheme for solving the temporal evolution of the flow variables governed by the above set of coupled equations is the following. We first obtain the axisymmetric flow by solving (30)–(32) with appropriate boundary and initial conditions and setting all the non-axisymmetric variables to zero (i.e., using only the first lines in Eqs. (31) and (32)). The numerical procedure is very similar to that described in Ref. [7]. Given the
solution at a given instant $t = \tau \Delta t$, the temporal derivatives in (31) and (32) are approximated with a semi-implicit, two step predictor–corrector scheme with second order error in time. Viscous terms in these equations are discretized implicitly, while the convective terms explicitly. Once $\eta^{n+1}$ and $F^{n+1}$ are known, $\psi^{n+1}$ is obtained from the Poisson equation (30), which is solved with an ADI based technique, where the radial derivatives are discretized implicitly and the axial derivatives explicitly, and using standard solvers for band matrices with LU factorization from Blas and Lapack packages. The numerical procedure is started at $t = 0$ from some initial condition (e.g. the flow at rest) until an axisymmetric steady state is reached.

Once this axisymmetric steady state is obtained, we solve the whole set of non-axisymmetric equations with appropriate boundary conditions (see next section), and initial conditions given by the steady axisymmetric flow for $\psi, \Gamma$ and $\eta$, together with random noise with a given intensity level for all the non-axisymmetric variables. Known the solution at a given instant $\tau$, the parabolic equations (31) and (32) for $F$ and $\eta$ are solved as described above, but now including the non-axisymmetric terms in the right-hand side, together with the parabolic equations (33) and (34) for $s_n$ and $\gamma_n$, which are solved with the same semi-implicit, two step predictor–corrector scheme used for $F$ and $\eta$. With $\eta^{n+1}, F^{n+1}, s_n^{n+1}$ and $\gamma_n^{n+1}$ known, $\psi^{n+1}$ is obtained from (30) as described above, while $\phi_n^{n+1}$ and $\chi_n^{n+1}$ are solved from the similar Poisson-like equations (27), (28). These two sets of coupled equations are solved by means of an iterative SOR scheme (e.g. [12]), for which the optimum value of the under-relaxation factor is obtained with some preliminary tests. Finally, $\beta_n^{n+1}$ is obtained from (29), which is an explicit equation for $\beta_n$ once $\phi_n$ and $\chi_n$ are known at the instant $\tau + 1$.

4. Flow in a rotating pipe. Boundary conditions

As a model problem to check the numerical technique described above we consider the rotating Hagen–Poiseuille flow (RHPF). Basically, a flow rate $Q$ enters a pipe of unit radius (the characteristic length is then $L_c = R$, where $R$ is the dimensional radius of the pipe) which rotates with angular velocity $\Omega$. As the characteristic velocity we use $V_c = 2Q/(\pi R^2)$, fixed at the inlet section of the pipe $z = 0$; i.e., $V_c$ is the maximum axial velocity at the axis in a Hagen–Poiseuille flow with flow rate $Q$, which is twice the mean velocity at the inlet section. Thus, the Reynolds number is the usual one in pipe flows, based on the mean velocity ($V_c/2$) and the pipe diameter ($2R$)

$$Re = \frac{V_c L_c}{v} = \frac{2Q}{\pi R v}. \quad (35)$$

The other physical parameter of the problem is the swirl number

$$S = \frac{\Omega L_c}{V_c} = \frac{\pi \Omega R^3}{2Q}. \quad (36)$$

Alternatively, we use a rotation based Reynolds number $Re_0$, instead of $S$, defined as

$$Re_0 = \frac{\Omega L_c^2}{v} = \frac{\Omega R^2}{v} = ReS. \quad (37)$$

There exists only one additional (geometrical) non-dimensional parameter associated to the pipe length, $L = L_c/R$, where $L_c$ is the dimensional length of the pipe. However, this parameter is irrelevant because we shall choose $L$ large enough for the results to be independent of it (we shall use $L = 200$ in all the results reported in the next section).

We describe next the boundary conditions needed to solve the equations in the domain $0 \leq r \leq 1, 0 \leq \theta \leq 2\pi$, and $0 \leq z \leq L$, paying special attention to the boundary conditions for the components of the vorticity and the vector potential, which are not so intuitive as those for the velocity components or the stream function.

4.1. Inlet ($z = 0$)

In the inlet section of the pipe the velocity profile is given, and it is supposed to be axisymmetric, $\mathbf{v} = \mathbf{V}_i = [U_i(r), V_i(r), W_i(r)]^T$. In particular, we shall assume that the flow enters the pipe with an unperturbed RHPF, i.e., $U_i = 0, V_i = Sr$, and $W_i = 1 - r^2$. Though we are going to use this inlet flow in
the computations reported in the next section, the formulation given below is also valid for a general axisymmetric velocity profile at the inlet, so that a different inlet velocity field \( \mathbf{V}_{\text{in}} \) may be used.

With this velocity profile, the axisymmetric variables \( \psi \), \( \Gamma \) and \( \eta \) at the inlet are given by (see (2) and (9))

\[
\psi_{\text{in}}(r) = \int_0^\infty a W_0(q) dq = \frac{r^2}{2} \left( 1 - \frac{r^2}{2} \right),
\]

\[
\Gamma_{\text{in}}(r) = r V_{\text{in}}(r) = Sr^2, \quad \eta_{\text{in}}(r) = \partial_r W_0(r) = -2r,
\]

where it has been assumed that \( \psi = 0 \) at the axis.

On the other hand, since we assume that the perturbations vanish at the inlet

\[
\mathbf{A}_{\text{in}} = \nabla \wedge (\mathbf{F}_{\text{in}}, 0, \mathbf{G}_{\text{in}}) = 0,
\]

using the definitions of their components through the Fourier expansions and Eq. (8), these conditions yield

\[
\varphi_n = 0, \quad \chi_n = 0, \quad \partial_r \varphi_n = 0, \quad \zeta_n = -\partial_z \chi_n + \partial_r \varphi_n, \quad \beta_n = \frac{\imath n}{r} \partial_z \varphi_n, \quad \gamma_n = 0, \quad 1 \leq n \leq N_\theta.
\]

4.2. Pipe wall \((r = 1)\)

At the pipe wall both the axial and the radial velocity components vanish, and the azimuthal component is given by the rotation rate of the pipe, \( V_R = V_{\text{in}} (r = 1) = S \); i.e.,

\[
\mathbf{V}_R = (0, V_R, 0) = (-\partial_r \psi, \Gamma, \partial_r \psi)^T + (\partial_{\rho} \mathbf{F}, \partial_r \mathbf{G} - \partial_r \mathbf{F}, -\partial_r \mathbf{G})^\top.
\]

For the axisymmetric variables, taking into account the inlet conditions, one has

\[
\psi = \psi_{\text{in}}(r = 1) = \frac{1}{4}, \quad \Gamma = V_R = S,
\]

\[
\eta = -\partial_r \psi \quad \text{with} \quad \partial_r \psi = 0.
\]

For the non-axisymmetric part, making use of the Fourier expansions and integrating through the azimuthal direction taking into account the orthogonality properties of the Fourier modes, Eq. (42) together with Eq. (8) yield

\[
\varphi_n = 0, \quad \chi_n = 0, \quad \partial_r \varphi_n = 0, \quad \zeta_n = 0, \quad \beta_n = \frac{\imath n}{r} \partial_z \chi_n, \quad \gamma_n = \partial_z \zeta_n - \partial_r \varphi_n, \quad 1 \leq n \leq N_\theta.
\]

4.3. Outflow \((z = L)\)

For the axisymmetric variables \((n = 0)\) the usual condition of quasi-cylindrical flow (see e.g. [27,28]) is used:

\[
\partial_z \psi = 0, \quad \partial_z \Gamma = 0, \quad \partial_z \eta = 0.
\]

L should be large enough for the computed flow be independent of this boundary condition. For the remaining 3D variables we use a nonreflecting (radiation) boundary condition [29,30]

\[
\partial_\rho f + C \partial_r f = 0, \quad f = \varphi_n, \chi_n, \zeta_n, \beta_n, \gamma_n, \quad 1 \leq n \leq N_\theta,
\]

where the velocity \( C \) is set as the axial velocity at the axis \((r = 0)\) of the base (axisymmetric) flow at the outlet section. Slight different values of \( C \) were checked without affecting appreciably to the results. As we shall see, this condition allows for the unconstraint exit of non-axisymmetric perturbations through the outlet section, avoiding numerical instabilities or spurious wave reflections [30].

4.4. Axis \((r = 0)\)

Regularity at the axis yields the following boundary conditions:

\[
\psi = 0, \quad \eta = 0, \quad \Gamma = 0,
\]
\[ \begin{align*}
\varphi_n &= 0, \quad |n| = 1, \\
\varphi_n &= \partial_r \varphi_n = 0, \quad |n| \neq 1, \\
\chi_n &= \partial_r \chi_n = 0, \quad 1 \leq n \leq N_\theta, \\
\alpha_n &= \begin{cases} 
\frac{1}{2} \partial_r \chi_n + \partial_c \varphi_n & \text{for } |n| = 1, \\
\frac{1}{2} \partial_r \chi_n & \text{for } |n| \neq 1,
\end{cases} \\
\beta_n &= \begin{cases} 
(n) \left( \frac{1}{2} \partial_r \chi_n + \partial_c \varphi_n \right) & \text{for } |n| = 1, \\
(n) \left( \frac{1}{2} \partial_r \chi_n \right) & \text{for } |n| \neq 1,
\end{cases} \\
\gamma_n &= \begin{cases} 
-\frac{1}{2} \partial_r \varphi_n & \text{for } |n| = 1, \\
\partial_r \varphi_n \left( \frac{e}{n} - 2 \right) & \text{for } |n| \neq 1.
\end{cases}
\end{align*} \]

4.5. Initial conditions

As commented on above, we first obtain an axisymmetric steady state solution by integrating the axisymmetric equations (i.e., with the perturbations \( \varphi_n, \chi_n, \alpha_n, \beta_n, \gamma_n \) set equal to zero in (30)–(32)). In the present example, this axisymmetric flow consists on a Hagen–Poiseuille flow superimposed to a rigid-body rotation, given by the inlet flow (38) and (39), which also coincides with the initial condition. Then we integrate the full non-axisymmetric equations (27)–(34) using this axisymmetric steady state solution as the initial conditions for the axisymmetric variables

\[ \text{We have checked the numerical results by using larger values of } \text{Re} \text{ above the neutral curve, so that only the first non-axisymmetric mode } n = -1 \text{ is unstable, while the third case } (\text{Re} = 125) \text{ is well above the neutral curve, with two unstable modes, } n = -1 \text{ and } n = -2 \text{ (see Fig. 1).}
\]

In all the computations reported below we use \( L = 200 \) and five azimuthal modes \( (N_\theta = 5) \), which are shown to be enough to capture the evolution of all the raising non-axisymmetric perturbations (see below). In the radial and axial directions we use \( N_r = 9 \) and \( N_z \), between 200 and 1500, depending on the Reynolds number. We have checked the numerical results by using larger values of \( N_r \) and \( N_z \) in some computations. Finally, the \( \Delta t \) used lie in the interval \( 2.5 \times 10^{-3} \)–\( 5.0 \times 10^{-3} \), also depending on the Reynolds number.

The results are given in terms of the perturbation velocity \( \mathbf{A} \), whose components can be written, from (5) and (25), (26), as

\[ \begin{align*}
A_r &= \frac{1}{r} \partial_r F \simeq \frac{1}{r} \Re \left[ \sum_{n=-N_\theta, \not=a}^{N_\theta, \not=a} n \varphi_n e^{i \omega t} \right], \\
A_\theta &= \partial_\theta G - \partial_r F \simeq \Re \left[ \sum_{n=-N_\theta, \not=a}^{N_\theta, \not=a} (\partial_\theta \chi_n - \partial_r \varphi_n) e^{i \omega t} \right], \\
A_z &= -\frac{1}{r} \partial_r G \simeq -\frac{1}{r} \Re \left[ \sum_{n=-N_\theta, \not=a}^{N_\theta, \not=a} n \chi_n e^{i \omega t} \right].
\end{align*} \]
The results for $Re = 75$ are shown in Figs. 2 and 3. The initial non-axisymmetric perturbation, consisting on a constant noise of value $e = 10^{-10}$, first decays and then develops into a coherent travelling wave that propagates downstream. As it is observed in Fig. 2, where $K_r(r = 0.75, \theta = [0, \pi], z, t)$ is plotted as a function of time $t$ at four different axial locations $z$, the amplitude of this wave decays along the pipe, in accordance with the linear stability analysis (Fig. 1). In fact, the amplitude of the travelling wave decays more than four order of magnitude along the pipe (note the different scales in each part-figure of Fig. 2). This decay is better appreciated in Fig. 3, where we plot the maximum value throughout the pipe of each azimuthal component $n$ of the different perturbation velocity components, $A_{r,n}, A_{\theta,n},$ and $A_{z,n}$. All the azimuthal components decay very fast, the faster the larger $|n|$. In fact, for this case we could have obtain practically the same results taking into account only the first two azimuthal modes ($N_\theta = 2$), because the remaining modes decay so fast to the round-off numerical error level that their contribution is completely negligible. As we shall see, the same can be said of all the remaining cases reported below. It is also worth mentioning that the outflow boundary condition used at $z = L = 200$ allows the free exit of the travelling waves formed inside the pipe (see Fig. 2(d)), without distorting or affecting them in any appreciable form.
The following case $Re = 100$ is convectively unstable (see Fig. 1). The numerical results are shown in Figs. 4 and 5. The amplitude of the wave formed after the reorganization of the initial noise increases as it travels along the pipe (Fig. 4), but only slightly (just one order of magnitude) in agreement with the fact that this case is very close to the neutral curve (Fig. 1). Also in agreement with the linear stability analysis is the fact that only the azimuthal mode $n = 1$ is unstable: As shown in Fig. 5, the amplitude of the mode $n = -1$ increases until it saturates at $t \sim 275$ to $(A_{r,n})_{\text{max}} \simeq 3 \times 10^{-3}$, while all the remaining azimuthal modes decay in time.

To check the accuracy of the method we can compare quantitatively the numerical results for the frequency, the wavelength, and the group velocity of the perturbations with the predictions from the linear stability...
theory. Thus, for instance, we can obtain the frequency of the amplifying travelling wave from Fig. 4(d), which is zoomed in Fig. 6. From it we obtain a non-dimensional period $T_N' = 8.894$, which yields a frequency $\omega_N = 2\pi/T_N' \approx 0.7065$. This value practically coincide with that corresponding to the most unstable frequency for the most unstable mode $n = -1$ obtained from the linear stability theory for this case $Re_\theta = 100$ and $Re = 100$ [17]: $\omega_S \approx 0.7098$. The agreement is also very good for the wavenumber: From Fig. 7, which shows a picture of the travelling wave in the pipe at the instant $t = 130$, one may compute the non-dimensional wavelength of the travelling wave, $\lambda_N \approx 13.72$, yielding a numerical wavenumber $\alpha_N = 2\pi/\lambda_N \approx 0.4581$, very close to the linear stability value for the most unstable mode, $\alpha_S \approx 0.432$. The agreement is better for the group velocity of the travelling waves, which from Fig. 4 can be computed to yield $c_N \approx 0.734$, while the group velocity of the most unstable perturbation $n = -1$ from the linear stability theory is $c_S \approx 0.730$ [17].

The results for the last case considered ($Re = 125$) are shown in Figs. 8 and 9. The axisymmetric flow is now more unstable than the former case and the amplitude of the travelling wave increases by five order of magnitude as it travels along the pipe (see Fig. 8). In addition, the mode $n = -2$ is also unstable in this case (see Fig. 9), in agreement with the linear stability analysis (Fig. 1). But the dominant unstable mode is still $n = -1$, which, according to Fig. 9, has an amplitude several order of magnitude larger than that of the mode $n = -2$.
Fig. 7. Axial distribution along the axis \((r = 0, \theta = 0)\) of the radial velocity perturbation \(A_r\) at \(t = 130\), for \(Re_{\theta} = 100\) and \(Re = 100\).

Fig. 8. As in Fig. 2, but for \(Re = 125\).

Fig. 9. As in Fig. 3, but for \(Re = 125\).
for every time (the remaining modes \(n = -3, -4, -5\) are stable and decay very fast in time). The frequency and group velocity of the travelling waves found numerically, \(\omega_N \approx 0.4822\) and \(c_N \approx 0.6745\), respectively, agree also very well with those obtained from the linear stability analysis for the most unstable mode with \(n = -1\) [17]: \(\omega_S \approx 0.4811\) and \(c_S \approx 0.690\).

6. Conclusion

We have developed a numerical method for solving the incompressible Navier–Stokes equations in cylindrical polar coordinates based in the stream function–circulation–azimuthal vorticity formulation for the axisymmetric part, and on the vector potential–vorticity formulation for the non-axisymmetric part. The method is specially suited for the study of nonlinear stability of axisymmetric flows because the axisymmetric base flow is straightforwardly obtained at very low numerical cost, and because the evolution of each non-axisymmetric unstable mode can be easily followed separately. We have checked the accuracy and efficiency of the method by applying it to the flow in a rotating pipe, finding an excellent quantitative agreement between the non-axisymmetric travelling waves arising numerically for several Reynolds numbers with the predictions from stability theory. Although the formulation of the method is rather involved in comparison with, for instance, a method based in primitive variables, especially in relation to the boundary conditions, it has advantages for problems where many azimuthal modes become unstable, because their nonlinear development and mutual interactions can be followed as easily as in problems where just the few first azimuthal modes become unstable (such as the rotating pipe example considered here). Thus, we think that the method may have some advantages in relation to other available numerical methods for the study of nonlinear stability in complex swirling jets and wakes at moderately high Reynolds numbers.
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